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ABSTRACT

Climate-model simulations predict an intensification of extreme precipitation in almost all areas of the world under global warming. Local variations in the magnitude of this intensification are evident in these simulations, but most previous efforts to understand the factors responsible for the changes in extreme precipitation focused on zonal averages and neglected zonal variations, leading to uncertainties in the understanding and estimation of regional responses. Here the spatial heterogeneity of the warming-induced response of midlatitude extreme precipitation is studied in climate-model simulations with idealized orography on the western margins of otherwise flat continents. It is shown that the sensitivity of extreme precipitation to warming (i.e., its fractional rate of increase in intensity with global-mean surface temperature) is \(-3\%\) lower over the mountains than the oceans and plains. This difference in sensitivity is primarily produced by differences in the dynamics governing vertical ascent over the three regions. In these extreme events, mountain-wave dynamics control the moist ascent over the mountains, and the sensitivity of this ascent to global warming is mainly controlled by changes in upper-level dry static stability and the cross-mountain winds. In contrast, midlatitude cyclone dynamics govern moist ascent over the oceans and plains. Ascending motions in intense midlatitude cyclones are sensitive to the ratio of the moist static stability in their saturated cores to the dry stability in surrounding regions. This ratio decreases in the warmer world, intensifying the maximum vertical velocities while reducing the horizontal extent of the regions of the rising air within the cyclone.

1. Introduction

The global mean precipitation increases due to global warming are limited to \(-2\%\) because of energetic constraints on the atmosphere (Held and Soden 2006; Allen and Ingram 2002; Takahashi 2009); however, simulated precipitation extremes increase much faster over many regions of the world (Emori and Brown 2005; Kharin et al. 2007; O’Gorman 2012), strongly impacting natural disasters such as flooding and landslides (Pall et al. 2011; Rasmussen and Houze 2012). In the tropics, climate-model results constrained by observations suggest extreme precipitation (99.9th percentile of daily precipitation) increases at \(-10\%\) per degree warming of the global mean surface temperature (O’Gorman 2012). In the extratropics, simulations suggest extreme precipitation will increase at roughly the “thermodynamic” rate of \(-6\%\), which is the rate that would be produced by temperature increases at fixed relative humidity when vertical motions stay constant (O’Gorman and Schneider 2009a).

However, the preceding large-scale sensitivities are not necessarily representative of the regional changes that may occur in extreme precipitation over local areas because of the influence of finescale processes, such as orographic and snow albedo effects, on climate change (Diffenbaugh et al. 2005). Recent studies based on regional climate simulations suggest that in some mid-latitude regions, such as the Netherlands and the western United States, extreme precipitation could increase at rates of \(-9\%\) or higher (Dominguez et al. 2012; Attema et al. 2014).

Previously, general circulation models (GCMs) configured with intermediate complexity have been applied
to a lot of areas, including studies of precipitation (e.g., O’Gorman and Schneider 2009b; Maroon et al. 2015), cloud processes (Medeiros et al. 2008; Voigt and Shaw 2015), the midlatitude storm track (Brayshaw et al. 2009, 2011), and the Madden–Julian oscillation (Hsu et al. 2014). The intermediate complexity in such idealized simulations help us gain a deeper understanding of the underlying physics (Held 2005), which are essential for reducing the uncertainty in estimates of the climate sensitivity and guiding adaptation to climate change at the regional level (Stevens and Bony 2013). Here we use a GCM with idealized orography to explore the fundamental physical factors producing systematic variations in extreme precipitation over midlatitude mountains, oceans, and plains. In our simulations, the earth is covered with mixed layer oceans and idealized continents with north–south mountain barriers in the northern midlatitudes. The same setting was previously used to study the response of extreme precipitation over western and eastern slopes of mountains, and it was found that the dynamics of mountain waves govern the warming-induced response of vertical motions over mountain slopes, making the sensitivity of extreme precipitation to warming different over the western and eastern slopes (Shi and Durran 2015). That previous study did not, however, consider extreme precipitation events over the ocean or the plains.

Because extreme precipitation over the plains and oceans is not constrained by mountain-wave dynamics, its sensitivity to global warming could potentially differ from that of extreme orographic precipitation. In this study we analyze large numbers of extreme events, as defined by thresholds similar to those used in previous studies (O’Gorman and Schneider 2009a; O’Gorman 2012), and compare the behavior of the precipitation extremes over mountains, plains, and oceans in current and doubled-CO$_2$ scenarios. As explained below, the extreme precipitation over the midlatitude oceans and plains is governed by the dynamics of midlatitude cyclones, and its sensitivity to global warming is higher than the sensitivity of the extreme precipitation over the mountains by $\sim$3% K$^{-1}$.

2. Model and methods

a. Climate simulations

To assess the potentially different response of extreme precipitation over midlatitude mountains, oceans, and plains, we analyzed 10 years of data for a pair of climate simulations with reference (330 ppm) and doubled (660 ppm) CO$_2$ concentrations. The simulations are identical to those conducted in Shi and Durran (2015) with the Geophysical Fluid Dynamics Laboratory (GFDL) global High Resolution Atmospheric Model (HiRAM; Zhao et al. 2009), which were run at $\sim$ 50-km horizontal resolution with 32 vertical levels. In total, 20-yr simulations were conducted with the control and doubled-CO$_2$ concentrations. The first 10 years were discarded as spin up because of the significant adjusting trends in them (measured by global mean surface temperature), and 6-hourly data from the last 10 years were retained for analysis. The global-mean surface temperature increase due to doubling CO$_2$ was 5 K.

We used idealized topography in these simulations, with four north–south mountain barriers at the western margin of otherwise flat continents extending 30$^\circ$ east–west in longitude and symmetrically distributed about the pole in the latitude band between 30$^\circ$ and 60$^\circ$N; the remainder of the planet (i.e., all grid points other than mountains and plains) is covered with a 24-m-deep mixed layer ocean. The idealized orography and land–sea distribution is illustrated in Fig. 1. This symmetric configuration allows us to obtain a larger sample size by aggregating the events over all four mountains, continents, and midlatitude ocean basins.

The mountains, defined by Eqs. (1) and (2) in Shi and Durran (2015) are 2.5 km high and 480 km wide. Temperature evolution of the mixed layer ocean follows the heat budget Eq. (1) in Frierson et al. (2006). Surface processes on the idealized continents are simulated with HiRAM’s land surface model, version 2 (LM2). The vegetation in LM2 is set to “broadleaf/needleleaf trees” on the western slopes of the mountains and to “grasslands” on the eastern slopes and plains. The annual cycle was included using daily averaged insolation. Other standard physical schemes described in Zhao et al. (2009), such as cumulus and boundary layer parameterizations, are also used in our simulations.

b. Identification of extreme precipitation events

The idealized mountains are well resolved by the global model and their simple geometry facilitates the comparison of extreme events across different latitudes. The original data on cubed-sphere grids of HiRAM were interpolated onto a 0.5$^\circ$ latitude by 0.625$^\circ$ longitude grid first, then we divide the midlatitudes into 2.5$^\circ$-wide bands, in order to obtain larger sample sizes for subsequent analysis. Within each band, 6-hourly precipitation is accumulated at each grid cell at all longitudes and all times during the final 10 years of the simulation and collected for each of three surface types: oceans, plains, or mountains. The precipitation accumulated over each 6-h period of the 10 years at each grid point is flagged as extreme if it exceeds the 99.9th percentile value in its respective dataset. Over oceans and
plains, most of the extremes are in summer and autumn, possibly due to the dependence of saturation vapor pressure on temperature. Over mountains, most of the extremes occur over the wetter western slopes in autumn and winter. This difference in seasonality arises from the well-established dependence of heavy orographic precipitation on strong cross-mountain winds (Ralph et al. 2006).

The above approach of selecting extreme precipitation events treats each 6-h period at each grid cell as a single event, and extremes are defined as the top 0.1% of all precipitation events in the 10 years over a given type of surface. This threshold for extreme precipitation is similar to that used in O’Gorman and Schneider (2009a) to study zonally averaged changes in extreme precipitation. In each 2.5° latitude band between 32.5° and 57.5°N, there were roughly 27,000 extreme events over the oceans, 11,000 over the plains, and 4000 over the mountains. The numbers of events over mountains, oceans, and plains are different because of the different areas of these regions in the idealized simulation. With such large samples, our analyses described in other sections are expected to be statistically robust. The bands 30°–32.5° and 57.5°–60°N, which contain the ends of the mountains, were neglected because the lateral diversion of air around the end of the mountain can introduce different dynamical regimes. The relatively short 6-h time interval allows us to numerically evaluate various terms contributing to the precipitation and compare them with the instantaneous atmospheric fields archived at the middle time of each interval.

c. Linear mountain wave model

In section 4a, the linear mountain wave model developed by Klemp and Lilly (1975) will be used to evaluate the importance of large-scale environment variables (e.g., mean upper-troposphere static stability) in the extreme precipitation events over mountains. This same model was previously applied to a much smaller set of extreme events in (Shi and Durran 2015). The mountain-wave model solves the linear, hydrostatic, steady-state Boussinesq equation for vertical velocity. The atmosphere is assumed to comprise three layers with constant static stabilities and constant wind shears in each layer. In our case, the three layers are the moist nearly neutral lower half of the troposphere, the dry stable upper half of the troposphere, and the stratosphere. Vertical velocities in the linear model are predicted by Eqs. (2) and (6) in Klemp and Lilly (1975), which give expressions for Fourier components of vertical velocity. We evaluated them at \( z = 1.75 \text{ km} \) above the surface of the linear model; that surface is assumed to be at 1.25 km (\( \frac{1}{2} \) the total mountain height \( h_m \)), so that the effective level at which \( w \) is evaluated is 3 km, where orographic ascents tend to be strongest. The mean zonal wind speed just above boundary layer top, \( \sim 800 \text{ hPa} \), is computed with HiRAM simulation data, and used as the wind speed \( (U) \) at the bottom of the linear model. The same representative value \( \alpha = 4 \times 10^{-3} \text{ s}^{-1} \) is used for the vertical wind shear in the lowest two layers of the linear model, for both the control and warmed climate. The static stability in the stratosphere is set as a value representative of both the control and warmed climates, \( N_3 = 2 \times 10^{-2} \text{ s}^{-1} \) (the subscript 3 refers to the top layer in this three-layer model). The boundary between the lowest layer and the middle layer of the linear model is assumed to be at one-half the tropopause height \( (H) \). Although in some events the middle-layer air can become saturated, the small amount of moisture in the upper troposphere makes the moist static stability in that layer similar to the dry stability. Therefore, we used the mean dry stability between 300 and 500 hPa from HiRAM simulation data for the stability of the middle layer \( (N_2) \) in the linear model. The mean moist static stability between 500 and 850 hPa from the HiRAM data was used for the stability in the lowest layer \( (N_1) \).

The parameters, \( N_2, U, \) and \( H \), were evaluated from simulation data upstream for each event. \( \sim 100 \text{ km} \) to the west of mountains; \( N_1, \) which must be calculated in a saturated environment, was evaluated above mountains slopes in the columns producing extreme precipitation. The values of these parameters were averaged over the roughly 4000 extreme orographic
precipitation events in each latitude band to determine the mean environments for both the control and doubled-CO2 climates. Table 1 summarizes parameters in the linear model, and specific parameter values used in section 4a are provided in the supplementary material.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>Bottom-level wind speed</td>
</tr>
<tr>
<td>$a_i$</td>
<td>Vertical wind shear</td>
</tr>
<tr>
<td>$N_i$</td>
<td>Brunt–Väisälä frequency (static stability)</td>
</tr>
<tr>
<td>$H$</td>
<td>Tropopause height</td>
</tr>
<tr>
<td>$h_m$</td>
<td>Mountain peak elevation</td>
</tr>
</tbody>
</table>

3. Responses of precipitation extremes

a. Precipitation and condensation sensitivities

Figure 2a compares the sensitivities of extreme precipitation, defined as the percentage change in mean intensity divided by the global-mean surface temperature increase, over the mountains, oceans, and plains in each latitude band. The sensitivity of extreme precipitation over the oceans is similar to that over the plains, about 8% K$^{-1}$. In contrast, the sensitivity of extreme precipitation over the mountains is lower, just 5% K$^{-1}$.

The average overall sensitivity of midlatitude extreme events in our HiRAM simulations, computed without differentiating between the regions, is about 7% K$^{-1}$, which is similar to previous estimates of midlatitude sensitivities from the phase 3 of the Coupled Model Intercomparison Project (CMIP3) archive O’Gorman and Schneider 2009a). Though not shown here, the sensitivity of extreme precipitation over the Southern Hemisphere midlatitude oceans is consistent with its Northern Hemisphere counterpart. As apparent in Fig. 2a, the dependence of all of these sensitivities on latitude is relatively weak, although there is an average south–north increase of about 1% K$^{-1}$ over both the mountains and the plains.

The sensitivity of the extreme precipitation at each surface grid point is well approximated by the sensitivity of the vertically integrated condensation rate $C$ above that point, as shown in Fig. 2b. Defining precipitation efficiency PE as the ratio of surface precipitation $P$ to the vertical integral of condensation aloft (i.e., $PE = P/C$), the sensitivity of PE can be estimated as the difference between the sensitivity of precipitation and condensation, because $\delta PE/PE \approx \delta P/P - \delta C/C$, where $\delta$ denotes the change in the extreme-event averages between the doubled-CO2 and control climates. As shown in Fig. 2b, the changes in precipitation efficiency are small, and therefore not critical for the difference between the response of extreme precipitation over mountains and that over plains and oceans.

The above sensitivities are primarily due to changes in the grid-resolved fields, since over 98% of the precipitation in the extreme events in Fig. 2 is generated by grid-resolved processes, rather than parameterized convection. Parameterized convection does produce 40%–50% of the total July precipitation along the southern margins of the continents and is more active farther south over the tropical oceans, but typical static stabilities during the extreme midlatitude events are approximately neutral to moist adiabatic ascent (rather than convectively unstable), as was observed, for example, during the extreme Colorado flooding of September 2013 (Shi and Durran 2015; Gochis et al. 2015). This fact allows us to obtain a deeper understanding of the changes in precipitation extremes by analyzing the resolved grid-scale variables of the climate model, which is described in the next section.
The condensation rate in a saturated grid cell may be estimated by assuming adiabatic lifting maintains the water vapor content of the rising air at saturation; the condensation in each cell can be summed through the vertical column to estimate \( C \), the vertically integrated condensation rate. The change in precipitation \( \Delta P \) can then be estimated from two contributions. One contribution is from the dynamics and arises from changes in the adiabatic lapse rate of the saturation specific humidity of water vapor \( \delta \gamma^w \). The total change in precipitation may be partitioned between these contributions as follows.

Let \( w \) be the vertical velocity, and \( \gamma^w = -dq_v/dz \) be the adiabatic lapse rate of the saturation specific humidity of water vapor \( q_v \). The latter can be expressed analytically as a function of temperature and pressure, as given by Eq. (6) in Shi and Durran (2014). Neglecting precipitation efficiency, which will factor out of our final expression if we ignore its small variations (Fig. 2b), the precipitation at the surface equals the column-integrated condensation aloft \( C = \sum_k s_k w_k \gamma^w_k \), where \( k \) indexes the vertical level and \( s_k = \Delta p_k/g \) in saturated grid cells, but is zero otherwise. Here \( \Delta p_k \) is the pressure thickness of layer \( k \) and \( g \) is the gravitational constant. Denoting the averaging over extreme events in one latitude band under the control and warmer climates by \( \overline{\gamma}^w \) and \( \overline{\gamma}^w \), respectively, the change in the extreme-event-averaged column-integrated condensation is

\[
\delta C = \overline{C}^w - \overline{C}^w = \sum_k (s_k w_k \overline{\gamma}^w_k)w - \sum_k (s_k w_k \overline{\gamma}^w_k)w.
\]

The preceding is approximated as

\[
\delta C \approx \overline{\sum_k (s_k w_k^\prime) \delta \gamma^w_k} + \overline{\sum_k (s_k \gamma^w_k) \delta w_k},
\]

where the double overbar denotes the average over extreme events in both climates. The two terms on the right-hand side are the thermodynamic and dynamic response, respectively. Instantaneous values of the fields at the middle of each 6-h precipitation period were used to evaluate these expressions.

Figure 3 compares the thermodynamic and dynamic sensitivity of extreme precipitation over the mountains, oceans, and plains in each latitude band. Thermodynamic sensitivities are similar (around 6% K\(^{-1}\)) in all latitude bands with less than a 1% K\(^{-1}\) variation between them. In contrast, there is a large difference in the dynamic sensitivities between the mountains and the flat areas in all except the two northernmost latitude bands. The dynamic sensitivities over mountains are near zero or negative in most bands, while over the oceans and plains, the dynamic sensitivities are positive, with values between 1% and 2% K\(^{-1}\). Except in the northernmost two bands, the differences between the dynamic sensitivities over flat areas and mountains explain most of the differences in the sensitivities of extreme precipitation over those regions.

It is not surprising that thermodynamic sensitivities are very similar over mountains, plains, and oceans, because \( \gamma^w \) is only a function of temperature and pressure. Figure 4 shows vertical profiles\(^1\) of \( \gamma^w \) during the extreme events over each region in the reference climate and its change due to warming, \( \delta \gamma^w \). The values of \( \gamma^w \) decrease quickly with altitude over each region because the saturation vapor pressure decreases as the temperature drops with altitude. Yet the maximum of \( \delta \gamma^w \) is not near the surface, but rather in the middle troposphere. This is because the sensitivity of \( \gamma^w \) to warming (in % K\(^{-1}\)) is larger at cold temperatures (Shi and Durran 2014). Both \( \gamma^w \) and \( \delta \gamma^w \) exhibit only minimal differences between the mountains, oceans, and plains because, at a given latitude, there is only a slight difference in the environmental temperatures above these regions.

The differences in dynamic sensitivities for the extreme precipitation events shown in Fig. 3 suggests there are significant differences in the global-warming-induced changes in the vertical velocities over the mountains, oceans, and plains. Figure 5 compares vertical profiles of \( w \) during the extreme events over each region in the reference climate. Over the oceans and the plains, a deep region of ascent extends from the surface to at least 200 hPa, and the peak ascent near 500 hPa is stronger and

\(^1\)In Figs. 4 and 5, the vertical profiles over the mountains are scaled to begin at the height of middle of the mountain slope before computing their average.
at a higher altitude in the southern half of the analysis region (Fig. 5a) than in the north (Fig. 5b). In contrast, the vertical velocity over the mountains, which is similar in the south and north, peaks at much lower levels (near 700 hPa), and becomes strongly negative above 250 hPa.

Also shown in Fig. 5 are profiles of $\delta w$, the changes in $w$ due to warming. In the north (Fig. 5b) all three $\delta w$ profiles are weakly negative below 700 hPa and become positive farther aloft where $\delta w$ is largest for the oceans and smallest for the mountains. The relative strengths of these positive $\delta w$ account for the average differences in the dynamic sensitivity over the five northern latitude bands in Fig. 3. The changes in $\delta w$ in the south also account for the dynamic sensitivities in the southern latitude bands, but the character of those changes is different. In the south (Fig. 5a), the $\delta w$ over the mountains is strongly negative between mountain-top height and about 550 hPa, and its extreme is roughly 4 times more negative than that for the weak low-level negatives that occur for $\delta w$ over the oceans and the plains. Since the moisture content of the atmosphere decreases rapidly with height, the dynamic sensitivity is most strongly affected by changes in the ascent at low levels, where the negative values of $\delta w$ are responsible for the negative sensitivities of orographic precipitation apparent in the southern latitude bands in Fig. 3.

4. Changes in the vertical velocity

a. Over the mountains

Recent studies using the linear mountain-wave model described in section 2c demonstrate that gravity waves play a key role in regulating the intensity of orographic precipitation under stable or low-level moist neutral conditions (Siler and Durran 2015; Shi and Durran 2015). Here the same three-layer model is used to determine the factors responsible for the changes in the vertical velocities that give rise to the dynamic sensitivities shown in Fig. 3. Vertical velocities in each latitude band were computed from the linear model using extreme-event means of the cross-mountain wind speed $U + \alpha z$ ($\alpha$ is the constant vertical wind shear), tropopause height $H$, and the static stabilities in the saturated lower half of the troposphere $N_1$, the dry upper half of the troposphere $N_2$, and the stratosphere $N_3$. The vertical velocities from this model were evaluated for a location above the middle of the windward slope at an elevation 3 km above mean sea level, which approximates the level where $w$ over the mountains achieves its maxima in Fig. 5.

The sensitivities $\delta w/w$ obtained with the linear model are compared to those for the vertical velocity at the same elevation from the HiRAM simulations in Fig. 6a. Although it uses linearized dynamics and a simplified environment averaged across all the extreme events in a given latitude band, the three-layer model provides reasonable approximations to the vertical-velocity sensitivities obtained directly from the full climate simulation, both of which vary between $-6\% \text{K}^{-1}$ in the south to about $1\% \text{K}^{-1}$ in the north. Based on its agreement with the sensitivity of the vertical velocities computed by the climate model, the linear mountain-wave model may be used to estimate the contributions to $\delta w/w$ from each individual environmental parameter by holding all other parameters at their mean values.
and evaluating the $\delta w$ generated by changes in that parameter.

The sensitivities of $w$ to the most important mountain-wave parameters are shown in Fig. 6b. The changes in wind speed $U$ and upper tropospheric dry static stability $N_2$ exert the most influence on the response of windward-slope ascent during extreme orographic precipitation. Decreases in zonal wind speed in the southern latitudes weaken the ascending motions there by roughly $-4\% \text{ K}^{-1}$, while increases in the winds in the north produce a modest strengthening of $2\% \text{ K}^{-1}$. These changes in the zonal winds are consistent with a poleward shift of the jet stream similar to that found in previous studies (Vallis et al. 2015). The dry static stability increases under global warming, producing an increase in $N_2$ that weakens the orographic ascent at all latitudes. This dry stabilization of the atmosphere is a robust change in atmospheric structure that is not limited to just the extreme events (Vallis et al. 2015).

As also evident in Fig. 6b, the changes in the other mountain-wave-model parameters have only a minimal influence on the vertical velocities. The low-level moist static stability $N_1$ does not cause much change under warming. The tropopause height rises about 1 km in the northern latitude bands, but does not significantly modify the vertical velocity. Nevertheless, care must be taken if one wishes to generalize the influence exerted by the individual parameters shown in Fig. 6b to other flow regimes; for example, changes in $H$ can be more important when $U$ is smaller, as may be the case during extreme orographic precipitation events on the eastern side of the mountain barriers (Shi and Durran 2015).

b. Over the oceans and plains

What drives the changes in vertical velocities producing extreme precipitation over the oceans and the plains? Most of these events occur just to the northwest of the low pressure center in midlatitude cyclones. As shown by the composites of surface pressure and low-level temperatures for oceanic extreme events in the control climate plotted in Fig. 7, the heaviest precipitation develops in a region of strong horizontal temperature gradients where heavy rainfall associated with warm or occluded fronts is observed in marine cyclones (Chang et al. 1993).

Figure 8 compares the 500-hPa vertical velocities in the extreme events over oceans in the control and warmer climates, composited over the same two latitude bands used in Fig. 7. The ascending motions in the center of the composite storms are stronger in the warmer climate, consistent with Fig. 5. Moreover, as the centers of rising motion intensify, they contract to a smaller horizontal area; this is more obvious in the south, where the areas enclosed by the 3 and 7 cm s$^{-1}$ contours are clearly smaller in Fig. 8c than in Fig. 8a. An alternate way to assess the change in updraft area is to compute $A_\delta$, the fraction of the grid cells in which condensation is occurring at 500 hPa (owing to grid-scale ascent) in a 50$^\circ$ latitude by 70$^\circ$ longitude box centered on the point with the maximum extreme precipitation in each composite. Consistent with Fig. 8, $A_\delta$ (Table 2) decreases in the warmer climate, and the relative decrease is largest in the south. Thus, there is a systematic change in the structure of the cyclones in response to the warming: the updrafts in the center of the
storms become stronger, while also contracting into a smaller horizontal area. Similar reduction of the scale and intensification of the precipitation occurring near the center of extratropical cyclones have recently been obtained in idealized simulations of warmer (Pfahl et al. 2015) or artificially moistened (Booth et al. 2013) climates. This area contraction and intensification of the ascending regions in extratropical cyclones in the warmer climate is likely produced by the basic dynamics of moist baroclinic instability. Emanuel et al. (1987) showed that when the effective potential vorticity (PV) becomes small, the region of ascent intensifies and collapses in horizontal scale. The asymmetry between the ascending and descending regions of the cyclone are driven by the differences in PV in each region, which are in turn linked to the difference between the moist and dry static stability. Also shown in Table 2 are the square of the moist $N_m^2$ and dry $N^2$ static stabilities in the saturated and dry regions of a 50° latitude by 70° longitude box centered on the point with the maximum extreme precipitation in the composite cyclones shown in Fig. 8. As the climate warms, $N_m^2$ decreases while $N^2$ increases in both latitude bands. The values of $N_m^2$ appearing in Table 2 are not exceptionally low, in part because they are computed at 500 hPa where the decrease in water vapor with height shifts the values of the moist stability toward the dry static stability, and in part because they are averages that include all of the saturated regions surrounding the cyclone, not just the most intense updrafts. Nevertheless, the differences in the effective static stabilities between the moist and dry regions, and between the control and warmer climate, are pronounced and likely contribute to the intensification and contracted cores of the updrafts in the cyclones in the doubled-CO$_2$ climate via the processes identified in Emanuel et al. (1987).

c. Diabatic and adiabatic heating

As the climate warms, the reduction in moist static stability in the ascending branches of these cyclones is produced by increases in latent heating despite an accompanying increase in the dry static stability. To better appreciate the contributions of these two factors to the moist dynamics, we evaluate their sensitivity to surface warming during extreme precipitation events over the oceans and the plains. The thermodynamic equation can be expressed in terms of the potential temperature $\theta$ as

$$\frac{\partial \theta}{\partial t} + \mathbf{V} \cdot \nabla \theta + \frac{\partial \theta}{\partial z} = F_{\theta},$$  

(3)

where $\mathbf{V}$ is the horizontal wind vector, and $F_{\theta}$ is the sum of diabatic forcing due to latent heating and radiation. Letting the material derivative of $\theta$ in a parcel following the horizontal flow be denoted as $D_{\theta} \theta = (\partial \theta / \partial t + \mathbf{V} \cdot \nabla \theta)$, Eq. (3) implies

$$w = F_{\theta} - D_{\theta} \theta \frac{\partial \theta}{\partial z} = F,$$  

(4)

where $F$ is the total “forcing” and $S$ is the stratification. As before, let a double overbar denote the average over extreme events in both the control and warmer climates. According to Eq. (4), the changes $\delta w$, $\delta F$, and $\delta S$ between the control and warmer climates approximately satisfy

$$\overline{\delta w / 2} = \overline{F + \delta F / 2} + \overline{\delta S / 2},$$  

(5)

2 The moist Brunt–Väisälä frequency is computed using Eq. (5) in Kirshbaum and Durran (2004).
which, without further approximation, implies\(^4\)

\[
\frac{\delta w}{\bar{\omega}} = \frac{\delta F/\bar{F} - \delta S/\bar{S}}{1 + \delta S/(2S)}.
\]

(6)

\(\delta S \ll \bar{S}\), one could simplify the right side of Eq. (6) to \(\delta F/\bar{F} - \delta S/\bar{S}\); however, in our case \(\delta S\) is not small enough to be neglected.

Values of \(w\), \(F\), and \(S\) were computed at the model level closest to 500 hPa for all extreme events in the reference and doubled-CO\(_2\) climates. The terms in Eq. (3) were evaluated with the instantaneous model fields centered in time for each 6-h event. Spatial gradients were calculated with centered differences, and \(\partial \theta / \partial t\) was approximated using the difference between \(u\) 6 h after and before the central time for each event. Such a calculation cannot exactly balance the left and right sides of Eq. (3), because the HiRAM is a finite-volume model and calculates the terms in the thermodynamic equation using somewhat different formulae. In addition, our thermodynamic equation in Eq. (3) omits the contributions from both parameterized and numerical diffusion. However, the residual, by which the right side of Eq. (6) differs from \(\delta w/\bar{\omega}\), is typically small.

These values of \(w\), \(F\), and \(S\) were used to estimate the average of each term in Eq. (6) over the oceans and the plains in each latitude band. The results, expressed as sensitivities with respect to the global mean surface temperature, are plotted in Figs. 9a,b. Except in the two southernmost bands, the average sensitivity computed from Eq. (6) (red dots) provides a good estimate of the average \(\delta w/\bar{\omega}\) evaluated directly from the vertical velocities output by the model (open circles). The errors in the south arise because the residual is larger in warmer regions, potentially related to the larger amounts of latent heat release in the corresponding extreme events. As shown by the vertical bars in Fig. 9, \(\delta F/\bar{F}\) would produce an 11%–14% K\(^{-1}\) increase in \(\delta w/\bar{\omega}\), but this is partially offset by a 4%–7% K\(^{-1}\) increase in \(\delta S/\bar{S}\) arising from the stabilization of the dry atmosphere under global warming.

The sensitivity \(\delta F/\bar{F}\) is almost entirely produced by changes in latent heating. To show this, the forcing \(F\) may be separated into additive contributions from latent heat released by condensation \(F_l\), adiabatic horizontal transport \(-D_h \theta\), and a negligible contribution from radiative fluxes. The longitude–height distributions of the control-climate extreme-event averages \(F_l\) and \(-D_h \theta\), and their changes due to warming, are shown for the oceans and the plains in Fig. 10. The largest contribution to the total forcing in the control climate is from latent heating, while that from adiabatic transport is small, but not completely insignificant in the north. The changes (color fill) in the total forcing induced by warming are even more strongly dominated by the changes in latent heating. Note in particular, that the interval at which \(\delta F_l\) is contoured in Figs. 10a,b is 10 times that used to contour \(-\delta D_h \theta\) in Figs. 10c,d.

5. Conclusions

We have examined the global-warming-induced response of extreme midlatitude precipitation over idealized
distributions of mountains, plains, and oceans very roughly representative of the North American continent. Extreme precipitation events were defined as those in which the 6-h precipitation in an approximately 50 km by 50 km grid cell exceeded the 99.9th percentile of all precipitation events in a 2.5°-wide latitude band over each type of underlying region. Comparing events in a control and a doubled CO$_2$ simulation, the sensitivity of extreme precipitation over the plains and the oceans was similar, roughly 8% per degree of increase in the global-mean surface temperature. In contrast, the sensitivity of extreme precipitation over the mountains was only about 5% K$^{-1}$. The thermodynamic contribution toward these sensitivities, because of the increase in the adiabatic lapse rate of saturation specific humidity in the warmer climate, does not contribute significantly to this difference; it was an almost uniform 6% K$^{-1}$ over all three regions.

The difference between the mountains and the other regions arises from differences in the warming-induced response of vertical velocities during extreme events. Over the oceans and the plains, the strengthening of vertical velocities causes about 2% K$^{-1}$ increases in the intensity of extreme precipitation as the currents of rising saturated air in midlatitude cyclones ascend more rapidly in the warmer climate. The regions of ascent also contract horizontally. The intensification and horizontal contraction of the updrafts in the warmer climate is accompanied by a decrease in the ratio of the moist to the

FIG. 8. Composite 500-hPa vertical velocity for heavy precipitation events over oceans, in the same latitude bands as those in Fig. 7. (a),(b) Events in the control simulation and (c),(d) events in the simulation with doubled CO$_2$. Data over mountains are omitted to avoid mountain-induced perturbations in plots.
dry static stability, consistent with previous theories of moist baroclinic instability (Emanuel et al. 1987).

In contrast, the vertical velocities during extreme events over the mountains are governed by mountain wave dynamics; the depth of the ascent is shallower than in the cyclones, and there is less global-warming-induced enhancement of that ascent, particularly in the lower troposphere where specific humidities are highest (see Fig. 5). The resulting dynamical contribution toward the sensitivity of the extreme precipitation ranges from $-2\%$ K$^{-1}$ in the south to $1\%$ K$^{-1}$ in the far north. A three-layer linear mountain-wave model, used to assess the factors responsible for the changes in the vertical velocities between the control and doubled-CO$_2$ climates in the HiRAM simulations, suggests these changes arise primarily from an increase in upper-tropospheric static stability and from changes in cross-mountain wind speeds that would be consistent with a northward shift in the jet stream.

The simple idealized shapes of the mountains and continents used in our simulations preclude the direct quantitative application of our results to specific locations on the earth, yet the fundamental dynamical drivers...
of real-world midlatitude extremes are likely to be at least partially subject to the same basic sensitivities. The resolution of our data is also not adequate to assess the sensitivity of short-duration extreme events produced by warm-season convection (Lenderink and van Meijgaard 2008; Kendon et al. 2014). The response of midlatitude storms to warming is strongly dependent on model resolution (Willison et al. 2013, 2015). Thus reliable climate-model projections of future extreme precipitation events would benefit from finer spatial resolutions to correctly capture both the decrease in the horizontal scale of regions of moist ascent in midlatitude cyclones and the changes in mountain-wave activity over topography.
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