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ABSTRACT

Turbulence parameterization plays a critical role in the simulation of many weather regimes. For

challenging cases such as the stratocumulus-capped boundary layer (SCBL), traditional schemes can

produce unrealistic results even when a fine large-eddy-simulation (LES) resolution is used. Here we

present an implicit generalized linear algebraic subfilter-scale model (iGLASS) to better represent un-

resolved turbulence in the simulation of the atmospheric boundary layer, at both standard LES and

so-called terra incognita (TI) resolutions. The latter refers to a range of model resolutions where turbulent

eddies are only partially resolved, and therefore the simulated processes are sensitive to the represen-

tation of unresolved turbulence. iGLASS is based on the truncated conservation equations of subfilter-

scale (SFS) fluxes, but it integrates the full equations of the SFS turbulence kinetic energy and potential

energy to retain ‘‘memory’’ of the SFS turbulence. Our evaluations suggest iGLASS can perform sig-

nificantly better than traditional eddy-diffusivity models and exhibit skills comparable to the dynamic

reconstruction model (DRM). For a neutral boundary layer case run at LES resolution, the simulation

using iGLASS exhibits a wind profile that reasonably matches the similarity-theory solution. For an SCBL

case with 5-m vertical resolution, iGLASS maintains more realistic cloud water profiles and boundary

layer structure than traditional schemes. The SCBL case is also tested at TI resolution, and iGLASS also

exhibits superior performance. iGLASS permits significant backscatter, whereas traditional models allow

forward scatter (diffusion) only. As a physics-based approach, iGLASS appears to be a viable alternative

for turbulence parameterization.

1. Introduction

Kilometer-scale resolution has become possible in

regional numerical weather prediction and climate sim-

ulation in recent years (Hagelin et al. 2017; Prein et al.

2015). While the refined numerical mesh allows more

detailed representation of the weather and climate, it

also moves atmospheric modeling into terra incognita

(TI), where the most energetic eddies in turbulent pro-

cesses are only partially resolved (Wyngaard 2004).

The parameterization of turbulence in TI is chal-

lenging, because traditional closure schemes assume the

energy-containing eddies are either mostly resolved [in

large-eddy simulation (LES)] or unresolved (in meso-

scale and global models), and therefore each of their key
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assumptions are violated in TI. For example, the grid

spacing of LES is assumed to be in the inertial subrange,

thus traditional LES-type turbulence schemes are en-

tirely dissipative/diffusive, that is, their net effect is to

transfer kinetic energy and scalar turbulence from re-

solved scales to unresolved scales. However, backscat-

ter, the transfer of kinetic energy and scalar variance

from unresolved scales to resolved scales, is important

when simulating clouds and convection in TI. Accord-

ingly, failing to represent backscatter can significantly

lower the fidelity of the simulations by misrepresent-

ing turbulent transport and clouds (Verrelle et al.

2017; Shi et al. 2019, 2018). Another example is that

traditional turbulence schemes in mesoscale and global

models, including planetary boundary layer (PBL)

schemes and cumulus convection parameterizations,

assume horizontal homogeneity of turbulence and thus

produce mixing in the vertical direction only. How-

ever, at kilometer-scale resolutions, horizontal mixing

has been shown to be important for the simulation of

many processes, such as the convective boundary layer

(Ching et al. 2014), organized convection (Tompkins

and Semie 2017), and tropical cyclones (Bryan and

Rotunno 2009).

One strategy to develop better turbulence closures for

TI is to start with the conservation equations of subfilter-

scale (SFS) fluxes and derive some appropriately trun-

cated versions of them (Wyngaard 2004; Hatlee and

Wyngaard 2007; Ramachandran and Wyngaard 2011).

The idea of using SFS conservation equations to com-

pute turbulent mixing can be traced back to the early

work of Deardorff in the 1970s (Deardorff 1974), but

because of the prohibitive computational cost at the

time, simpler eddy-diffusivity closures became widely

adopted instead. The well-known hierarchy of turbu-

lence closures developed by Mellor and Yamada (1982)

includes both the full conservation equations (their

level-4 model) and truncated versions (level-3, -2.5,

and -2 models). With the assumption of horizontal

homogeneity and other simplifications, current Mellor–

Yamada-type PBL schemes are essentially eddy-

diffusivity-based models, though countergradient fluxes

can be enabled by including a gradient adjustment term

(e.g., Nakanishi and Niino 2009).

The first attempt to create a better turbulence closure

for TI by using truncated conservation equations was

by Wyngaard (2004), who retained the complete set of

production terms and argued a tensorial eddy diffusivity

is needed for the simplest model consistent with the

conservation equations. Hatlee and Wyngaard (2007)

and Ramachandran and Wyngaard (2011) evaluated

a turbulence closure with prognostic SFS-flux equa-

tions that additionally include advection and buoyancy

production terms, and they found it exhibits superior

performance than a simple eddy-diffusivity closure. In

their simulations of a dry convective boundary layer,

Ramachandran and Wyngaard (2011) found that the

prognostic SFS model increases computational cost by

a factor of about 2, which could become even larger if

moist processes were included.

To reduce the computational cost of conservation-

equation-based closures, algebraic turbulence models

were developed by Rodi (1976) and Findikakis and

Street (1979), who neglected the material derivatives

in the SFS conservation equations and solved the re-

sulting algebraic equations to obtain SFS fluxes. Build-

ing upon those early works, Enriquez (2013) developed

an implicit generalized linear algebraic subfilter-scale

model (iGLASS) and applied it to LES of the atmo-

spheric boundary layer (ABL). Differing from explicit

algebraic models (e.g., Marstorp et al. 2009; Lazeroms

et al. 2016), which seek explicit expression of SFS

fluxes with approximation, iGLASS solves the algebraic

equations by inverting matrices. Its solution is intrinsi-

cally three-dimensional, anisotropic, and allows back-

scatter. iGLASS has shown promising performance,

improving over traditional LES closures, in simulations

of the dry ABL under different stability conditions

(Enriquez 2013; Enriquez et al. 2010, 2012; Enriquez

and Street 2014).

Here we apply iGLASS to the simulations of both

dry and moist ABL flows and evaluate its performance

in the terra incognita. The governing equations of

iGLASS are modified to make them appropriate for

simulating clouds with Cloud Model 1 (CM1; section 2).

Important changes include the addition of 1) a prog-

nostic equation for turbulence potential energy (the

SFS variance of potential temperature) and 2) a pro-

cedure to detect and treat ‘‘singular’’ solutions. The first

change is implemented because of the critical role

buoyancy flux plays in driving the turbulent flows of

cloudy boundary layers. The second change is needed

because when the quasi-equilibrium (QE) assumption

of algebraic models is violated, the resulting erroneous

fluxes can cause numerical instabilities in the host

model. Both of these changes are not necessary for

simple dry ABL flows, but they become critical when

clouds are involved due to the increased complexity of

the flow regarding energy generation and conversion.

As shown below, the performance of this extended

version of iGLASS is not only better than traditional

eddy-diffusivity models, but also comparable to the dy-

namic reconstruction turbulence closure model (DRM)

(Chow et al. 2005; Shi et al. 2018) at both LES and

TI resolutions. iGLASS has similar computational cost

to DRM.
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Because iGLASS has been extended in a new code,

CM1, we first evaluate iGLASS in a dry neutral boundary

layer (NBL) case (section 3). Then we move on to testing

and analyzing the performance of iGLASS in the chal-

lenging case of the stratocumulus-capped boundary layer

(SCBL) at both LES and TI resolutions (section 4).

2. Turbulence closure schemes

a. LES governing equations

The LES code used in this study is CM1 (release 18),

which solves the nonhydrostatic, compressible equa-

tions of the moist atmosphere (Bryan and Fritsch 2002).

Because the governing equations for CM1 have some

notable differences with the equations for some other

models, the SFS conservation equations for the iGLASS

in this study are somewhat different from those in pre-

vious studies. Here we briefly describe the CM1 gov-

erning equations. Detailed derivation of the CM1

equations can be found in Bryan and Fritsch (2002).

In CM1, the governing equations for the three velocity

components ui are

Du
i

Dt
52c

p
u
r

›p0

›x
i

1 d
i3
B1 �

ij3
f u

j
2

1

r̂

›(r̂t
ij
)

›x
j

, (1)

where cp is specific heat of dry air at constant pressure,

dij and �ijk are the Kronecker delta and alternating

tensor, respectively, and f is the Coriolis parameter. In

Eq. (1), ur is density potential temperature,

u
r
5 u

�
11 q

y
/«

11 q
t

�
, (2)

where u is potential temperature, qy and qt are water

vapor and total water mixing ratio, respectively, and

« is the ratio of the gas constant for dry air Rd to that

for water vapor Ry. The term p5 (p/pref)
Rd/cp is the

Exner function, where p denotes pressure and pref is a

reference value. In CM1, a variable can be decomposed

into a base-state part (denoted by a subscript 0) and a

perturbation part (denoted by a prime), for example,

p 5 p0 1 p0, where the base-state part is invariant

in time and varies in the vertical direction only. In

Eq. (1) B is buoyancy and its linearized form is used in

model integration,

B5 g
u
r
2 u

r0

u
r0

ffi g

�
u0

u
0

1

�
1

«
2 1

�
q0
y 2 (q

t
2 q

y
)

�
, (3)

where g is the gravitational acceleration. The hat (^) and

overline (‾) in Eq. (1) denote the spatial filter for density

r and the Favre (density weighted) filter (Favre 1983;

Moin et al. 1991) for the other variables in the LES. The

usage of the Favre filter helps avoid having an SFS term

in the mass conservation equation. u0 and ur0 are ref-

erence state profiles for simulation. The SFS stress tij is

defined as

t
ij
5 u

i
u
j
2 u

i
u
j
. (4)

For potential temperature, the governing equation is

Du

Dt
5 _Q

u
2

1

r̂

›(r̂t
uj
)

›x
j

, (5)

where _Qu is the heating/cooling tendency due to diabatic

processes, such as radiation and microphysics. In Eq. (6)

tuj denotes the SFS flux of u,

t
uj
5 uu

j
2 uu

j
. (6)

CM1 can includemultiple water variables (vapor, liquid,

ice, etc.), the governing equations for which can be

written generically as

Dq

Dt
5 _q2

1

r̂

›(r̂t
qj
)

›x
j

, (7)

where q represents the mixing ratio of one water vari-

ables, _q is the tendency due to corresponding micro-

physical processes, and tqj is the SFS flux of q,

t
qj
5 qu

j
2 qu

j
. (8)

For the simulations of stratocumulus cloud in this study,

only two water variables are involved, water vapor qy
and cloud water qc.

Last, the governing equation for p is

Dp

Dt
52p

R
d

c
y

›u
j

›x
j

, (9)

which does not have an SFS term because of the

Favre filter. Here cy is the specific heat of dry air at

constant volume.

The energy- and mass-conserving equations of

Bryan and Fritsch (2002) include additional terms

in Eqs. (5) and (9) to achieve better conservation.

However, the simplified forms shown above are rea-

sonable simplifications and similar equations are used in

some other models, including the Weather Research

and Forecasting (WRF) Model (Skamarock et al. 2008).

Thus, they are adequate for deriving the conservation

equations of SFS fluxes below.
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b. The formulation of iGLASS

In this section, we first present the full conservation

equations consistent with the governing equations of

CM1, then present the truncation and parameterization

needed in iGLASS. The conservation equations for the

SFS stresses are

Dt
ij

Dt
52

1

r̂

›

›x
k
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2 u
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2 u
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t
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) , (10)

where the terms in each line of the right side can be

named as the third-order transport, production, buoy-

ancy generation, pressure redistribution, dissipation,

and Coriolis effect, respectively. On the last line of

Eq. (10) n is the (molecular) kinematic viscosity.

The SFS buoyancy flux tBj is defined as

t
Bj
5Bu

j
2Bu

j
, (11)

which can be expressed as a linear combination of

SFS scalar fluxes thanks to Eq. (3). For example,

when there are only two water variables qy and qc in

the simulation, the SFS buoyancy flux can be ex-

panded as

t
Bj
5

g

u
0

t
uj
1 g

�
1

«
2 1

�
t
qy j

2 gt
qcj
. (12)

This expression is the key to the coupling between the

equations of SFS stress and those of SFS scalar fluxes.

The conservation equation of SFS turbulence kinetic

energy (TKE), e 5 tii/2, can be obtained from Eq. (10)

contracting and dividing by 2. The result is

De
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whereE5 uiui/2 is kinetic energy. The terms on the right

side have the same meaning as those in the corre-

sponding line of Eq. (10), except that the Coriolis effect

term does not appear in the SFS TKE equation.

The conservation equation for SFS u flux tui is

Dt
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Dt
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where the terms in each line of the right side are third-

order transport, production, buoyancy generation,

pressure redistribution, diffusion, diabatic forcing, and

Coriolis effect, respectively; a is thermal diffusivity. The

buoyancy generation term here can be expanded with

the aid of Eq. (3). Taking our stratocumulus case for

example again,

uB2 uB5
g

u
0

(u2 2 u2)1 g

�
1

«
2 1

�
(uq

y
2 uq

y
)

2 g(uq
c
2 uq

c
) . (15)

This expansion leads to the appearance of the SFS co-

variance of u and water variables in the SFS conserva-

tion equations. Though these covariance terms may

be useful for microphysics parameterization, in addition

to being useful for turbulence modeling, they require
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adding more conservation equations. Thus, these co-

variance terms will be neglected below in iGLASS. This

simplification only compromises iGLASS’s perfor-

mance when liquid/solid water contents are large, such

as in tropical convection. The SFS variance of potential

temperature, however, is essentially SFS turbulence

potential energy (with some base-state coefficients ne-

glected) (Zilitinkevich et al. 2007; Lazeroms et al. 2016).

Therefore, it is important to keep it to have a complete

description of the energy cycle. Defining SFS tur-

bulence potential energy (TPE) as ep 5 (u2 2 u2)/2, the

conservation equation is

De
p
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52
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›x
j
›x

j

, (16)

where the terms on the right side are third-order trans-

port, production, diabatic forcing, and diffusion, re-

spectively, and Ep 5 u2/2. It should be noted that ep is

only (proportional to) the SFS turbulence potential

energy for a dry atmosphere. The total potential energy

for a moist atmosphere includes the effect of moisture

and cloud water/ice, as indicated by Eqs. (3) and (15).

Defining an SFS moist potential energy term is possible

by using the linear relationship between buoyancy and

other variables (e.g., �Durán et al. 2018), but for brevity,

and because the current article focuses only on relatively

small liquid water contents, we choose to use ep only

here and defer a more complete study on moist pro-

cesses in iGLASS to future work.

The conservation equation of a water variable can be

generically written as
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where the terms in each line of the right side are third-

order transport, production, buoyancy generation,

pressure redistribution, microphysical forcing, dif-

fusion, and Coriolis effect, respectively, and ap is the

diffusivity of q. Again, the buoyancy generation

term here can be expanded into a linear combination

of the SFS covariance of u and the water variable and

that of different water variables. However, the

conservation equations for those terms are not in-

cluded below in iGLASS to avoid the additional

computational cost.

Equations (10)–(17) form the basis of iGLASS. If

we denote the number of governing equations in CM1

as 5 1 n, where n is the number of water variables,

the number of conservation equations for SFS fluxes is

9 1 3n. Integrating all of these 9 1 3n equations would

be computationally very expensive [cf. Ramachandran

and Wyngaard (2011)]. In iGLASS, we assume SFS

stresses and fluxes are inQE state, so that we can neglect

the material derivative, that is, the left side of Eqs. (10),

(14), and (17). This QE assumption can be justified

based on the fact that changes in the resolved flow are

usually small in one time step, as required by numeri-

cal stability. We neglect the terms for third-order

transport for convenience. Admittedly, one could use

some kind of closure to parameterize the third-order

term, but that requires further investigation to compare

different closure approaches. The Coriolis effect in

these equations is neglected too, as SFS scales are suf-

ficiently small. The dissipation term in Eq. (10) is pa-

rameterized and kept for t11, t22, and t33 only to avoid

potential accumulation of SFS kinetic energy. The

diffusion terms in Eqs. (14) and (17) are neglected

because the effect of molecular diffusion is pre-

sumably much smaller than turbulence mixing. The

diabatic forcing term in Eq. (14) and the microphysi-

cal forcing term in Eq. (17) are not considered in the

current iGLASS to reduce its complexity. This basi-

cally means that we neglect the interaction between

SFS turbulence and SFS cloud processes, which is

probably not important for typical LES but may be-

come significant in the terra incognita. How to include

SFS cloud processes in iGLASS is left for future work.

As mentioned earlier, the SFS covariances between

u and water variables in Eq. (15) and that between

buoyancy and water variables in Eq. (17) are also

neglected to maintain a manageable set of iGLASS

governing equations.

With the above simplifications described, the alge-

braic equations of iGLASS are
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where Pij, Pui, and Pqi are the pressure-redistribution

terms that are to be parameterized, and � is the dissi-

pation rate of SFS TKE. The model forPij in iGLASS is

based on Launder et al. (1975) and Gibson and Launder

(1978), and it has four parts: slow redistribution, rapid

redistribution, buoyancy effect, andwall-pressure effect,

each of which is represented by a line on the right side of

the expression below,
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f (z)5 0:27Dz/z. (26)

Dz in the wall function f(z) is the vertical grid spacing.

The pressure redistribution terms Pui and Pqi are mod-

eled similarly,
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in which the first term is slow redistribution and the

second term is rapid redistribution. The default model

coefficients of iGLASS are shown in Table 1, which

are distilled from Craft and Launder (2001), Hanjalić

(2002), Launder et al. (1975), and Shabbir and Shih

(1992). We tested a few alternative sets of model

coefficients based on available literature but did not find

significant differences for cases reported here. There-

fore, iGLASS’s sensitivity to model coefficients is not

discussed below. However, it should be noted that the

parameters chosen here may not be optimal for some

other dynamic regimes.

Two key variables in iGLASS are the SFS TKE e and

TPE ep. Though it is possible to derive diagnostic re-

lations for them, it is better to use prognostic equations

to enable SFS ‘‘memory.’’ For example, in TI, SFS

process and the resolved flow are not well separated, in

which case memory terms, that is, quantities depending

on the history of a flow, should arise in parameteriza-

tions (Tan et al. 2018; Ruelle 2009). The parameterized

prognostic equation for SFS TKE in iGLASS is

De
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1

r̂

›

›x
j

 
2r̂K

›e

›x
j

!
2 t

ij

›u
i

›x
j

1 t
B3

2 � , (29)

where an eddy diffusivity K is used to parameterize the

third-order transport term. As in the conventional TKE

1.5-order closure scheme (e.g., Deardorff 1980), K is

determined by

K5 c
m
le1/2 , (30)

where cm 5 0.10, and l is an eddy length scale,

l5

8>><>>:
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e
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�1/2

, Dz

#
, N2 . 0

Dz , N2 # 0

. (31)

The squared Brunt–Väisälä frequency N2 is deter-

mined by different expressions for saturated and sub-

saturated grid cells (Shi et al. 2019). Here the vertical

grid spacing Dz, in lieu of the geometric-mean grid

spacing D 5 (DxDyDz)1/3, is used, because in TI, grid

aspect ratio can become very large and using D would

lead to significant overestimation of the eddy length

scale. Ideally, this length scale should depend on hor-

izontal grid spacing too and adapt based on the re-

lation between grid spacing and the scales of energetic

eddies (Honnert 2016; Kurowski and Teixeira 2018).

Herewe useDz for simplicity in this initial implementation

of iGLASS. The dissipation term � is parameterized as

(Moeng 1984)

TABLE 1. iGLASS model coefficients.

c1 c2 c3 c4 c5 c6 c7 c8 cg c1s c2s

1.80 0.78 0.27 0.22 0.80 0.06 0.06 0.00 0.60 3.50 0.55
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�5 c
�
e3/2/l , (32)

where c« 5 0/2 1 0.787l/Dz.
The parameterized prognostic equation for SFS

TPE is
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where the third-order transport term is again modeled

with an eddy diffusivity K, which is the same as that in

Eq. (29), and the last term on the right side is a simple

model for the diffusion of SFS TPE following Lazeroms

et al. (2016). r 5 0.55 here and e/� is the characteristic

time scale of SFS velocity fluctuations.

Equations (18)–(33) represent our implementation

of iGLASS, which entails integrating two prognostic

equations and solving a (9 1 3n) 3 (9 1 3n) system

of linear algebraic equations for each grid cell. The

LU-decomposition algorithm (ludcmp and lubksb)

provided in Numerical Recipes in Fortran 77 by Press

et al. (1992) is adopted in iGLASS for solution of

the matrix.

This set of equations should result in realizable

solutions, because all the simplifications make the

resulting fluxes approach idealized states (e.g., quasi-

equilibrium), but do not make them violate any original

equations in a fundamental way. In practice, however,

iGLASS solutions may cause numerical instability in

simulations despite being realizable. Thus, to ensure

numerical stability, it is necessary to have an additional

procedure to remove physically ‘‘singular’’ solutions.

The mathematically singular matrices corresponding

to Eqs. (18)–(20) are easy to find, but such singularity

rarely occurs in real atmospheric flows. The more

common problem is that some of the matrices are phys-

ically ‘‘singular,’’ meaning that the quasi-equilibrium as-

sumption of iGLASS is locally violated and as a result,

their solutions become unrealistically large in ampli-

tude and cause numerical instability in the simulation.

Therefore, for each grid cell, the absolute value of an

SFS flux jtj is compared with themedian absolute values

M of the 3 3 3 block of cells (at the same horizontal

level) centered at that cell; if jtj. 10M, we define the

SFS flux at this grid cell as ‘‘singular’’ and replace it with

the mean value of nonsingular cells in this 3 3 3 block.

A higher threshold value, 100M for example, can be

used and would be sufficient to ensure numerical sta-

bility, but we found that a large threshold like 100M
can still allow sporadically distributed large-amplitude

SFS fluxes, which do not appear to be physically rea-

sonable. Such discontinuity in solutions might result

from failures of the pressure-redistribution term in

approximating the complex physics of pressure–

momentum interaction, but other simplifications might

also contribute to the error. This physical singularity

does not occur very often in our simulations. For ex-

ample, in the simulation of the stratocumulus-capped

boundary layer at the standard LES resolution, only

0.6% of all grid cells are found to produce singular tu3
values (with 10M as the threshold). This treatment of

singularity removal can be considered a numerical reg-

ularization (cf. Gatski and Speziale 1993). Our regula-

rization has a parallel in the clipping procedure for

dynamic SGS models (Chow et al. 2005).

c. Other closures in this study

The other turbulence closure schemes included in

this study are the Smagorinsky model (Smagorinsky

1963), the TKE 1.5-order model (Deardorff 1980), and

the DRM (Chow et al. 2005). The former two models

are traditional eddy diffusivity models, while the DRM

employs an explicit filtering and reconstruction frame-

work. The traditional models are entirely dissipative

(diffusive), but the DRM allows backscatter of energy

and scalar variance. This flexibility of DRM allows it

to depict unresolved turbulence more accurately, in

simulations of both dry and cloudy boundary layers

(Zhou and Chow 2011, 2014; Shi et al. 2018). In the terra

incognita, DRM also has other advantages compared

with traditional models, such as in the representation

of heterogeneity and three-dimensionality of SFS tur-

bulence. A detailed description of these three turbu-

lence models is provided in Shi et al. (2018). Two

versions of DRM were evaluated in Shi et al. (2018).

DRM-D, which uses dynamically computed eddy dif-

fusivity for scalar transport, might be better than the

DRM-Pr, which calculates eddy diffusivity by divid-

ing the dynamically determined eddy viscosity with an

empirical Prandtl number (Pr). However, to be consis-

tent with TI results presented in (Shi et al. 2018), this

study uses their DRM-Pr and employs zero-order re-

construction. For brevity, we simply refer to it as DRM

in the discussion below.

3. Neutral boundary layer

We first evaluate the performance of iGLASS in

the simulation of the NBL. The setup of the simulation

mostly follows Chow et al. (2005) and Kirkil et al.

(2012). The wind field is initialized with an analytical

Ekman spiral solution and driven by a constant pres-

sure gradient that corresponds to a geostrophic wind

of (Ug, Vg) 5 (10, 0) m s21. The horizontal grid spacing

Dx 5 32m, and the vertical grid spacing Dz ranges be-

tween 8 and 67m, with finer resolution near the bottom
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boundary. The horizontal domain size is 3456m, and

the height of the domain is 1500m. All simulations were

run for 30 physical hours, but only the data from the

last 4 h were used for analysis. Because the DRM alone

tends to underpredict near-surface stress due to the

small sizes of near-surface eddies and the effect of

numerical dissipation, the near-wall stress model of

Brown et al. (2001) is used to ameliorate this problem

[cf. Eq. (20) of Chow et al. (2005)]. The iGLASS also

underpredicts near-surface stress because its solution is

tied to resolved gradients [cf. Eqs. (18)–(20)], with er-

rors that are too large near the surface. Thus, the same

near-wall model is also applied to the iGLASS simula-

tion. Specifically, the scaling factor Cc for the DRM

and iGLASS simulations are 0.6 and 0.7, respec-

tively, and for both of them, the near-wall model is only

applied to the lowest 128m (4Dx). This near-wall model

is not used for the latter case of the stratocumulus-

capped boundary layer, which is not sensitive to the

details of near-surface stresses. A fifth-order weighted

essentially nonoscillatory (WENO) scheme (Borges

et al. 2008) is used to compute advection terms in the

simulations.

Figure 1 shows the mean profiles of wind speed

U, which are normalized by the mean friction velocity

u* and expected to follow the theoretical log-law pro-

file given by Monin–Obukhov similarity theory. The

height of the simulation domain is used as the boundary

layer depth H. The Smagorinsky and TKE-1.5 models

produce very similar results, in which the wind speed is

significantly overpredicted starting from the third model

level. In contrast, the DRM and iGLASS exhibit wind

profiles consistent with the theoretical log-law profile.

iGLASS performs slightly better than the DRM below

0.05H, but slightly overpredicts the wind speed above

compared with the DRM.

The nondimensional wind shear

F5
kz

u*

›U

›z
, (34)

where k 5 0.4 is the von Kármán constant, is expected

to be 1 in the logarithmic region below approximately

0.1–0.15H. Figure 2 shows the mean profiles of non-

dimensional wind shear in the simulations. Below about

0.1H, F is significantly overpredicted in the Smagor-

insky and TKE-1.5 models, with maximum values

greater than 2, which is typical for these models (e.g.,

Kirkil et al. 2012). The DRM and iGLASS, in contrast,

produce F values of about 1.2 in this region. Thus, the

performance of iGLASS in the NBL simulation is much

better than the traditional models and comparable to

the DRM.

The difference between these turbulence models is

also evident in the turbulent flow structures. Figure 3

shows instantaneous snapshots of the u component of

wind at the 50-m height level. Observational results

suggest that at low levels in the boundary layer, flow

tends to organize as elongated streaks parallel to the

FIG. 2. Horizontal- and time-mean profiles of the non-

dimensional wind shear F in the neutral boundary layer simula-

tions using the Smagorinsky model (SM), TKE-1.5 model, DRM,

and iGLASS.

FIG. 1. Horizontal- and time-mean profiles of wind speed U in

the neutral boundary layer simulations using the Smagorinsky

model (SM), TKE-1.5 model, DRM, and iGLASS. The theoretical

log profile is shown as the black line.
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mean wind and with a length scale of 15d–20d, where

d’ 0.1H is the height of the surface layer (e.g., Hutchins

and Marusic 2007). The Smagorinsky and TKE-1.5

models produce very long streaks in the simulations,

while the DRM and iGLASS lead to flow fields with

shorter streaks and rich in small-scale structures. The

length scale of the resolved eddies in the DRM and

iGLASS simulations is roughly 1000m in Figs. 3c and

3d, consistent with previous observation and simula-

tion results (Hutchins and Marusic 2007; Ludwig et al.

2009; Kirkil et al. 2012). Though having similar charac-

teristic lengths, Fig. 3 suggests the iGLASS simulation

has more small-scale variability in the flow than the

DRM simulation.

To quantify the difference in flow structures, the en-

ergy spectra of three-dimensional wind at two different

height levels are shown in Fig. 4. At both the 30- and

120-m levels, iGLASS exhibits more energy at high

wavenumber modes than other turbulence models, in-

cluding DRM. DRM exhibits more energy than the

Smagorinsky and TKE-1.5 models at the 30-m level,

but at the 120-m level, DRM exhibits slightly less en-

ergy than the traditional models at scales smaller than

;200m. The inertial subrange, where the slope of the

energy spectrum is expected to follow k25/3 approxi-

mately, appears at smaller scales (higher wavenumbers)

in the iGLASS simulation than in others. All these

interesting differences suggest that iGLASS is less

dissipative than other turbulence schemes, including

the DRM. Since the DRM is already a backscatter-

permitting model, the energy spectra in Fig. 4 imply

that iGLASS allows more backscatter than DRM,

though the net effect of both models is still dissipative.

As discussed in the next section, this character of

FIG. 3. Contours of instantaneous u component of wind at z’ 50m in the neutral boundary layer simulations using

the (a) Smagorinsky model (SM), (b) TKE-1.5 model, (c) DRM, and (d) iGLASS.
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iGLASS is important for its superior performance in

simulating the challenging case of the stratocumulus-

capped boundary layer.

4. Stratocumulus-capped boundary layer

a. LES of the SCBL

Low clouds are the leading source of uncertainty in

the sensitivities of global climate models (Zelinka et al.

2013; Bretherton 2015). To develop accurate parame-

terizations and physical understanding, LES is often

employed in studies of low-cloud-capped boundary

layers. In the case of stratocumulus clouds, however,

LES with high resolution may still fail to reproduce

observed cloud characters with sufficient fidelity be-

cause the SCBL usually involves a very sharp capping

inversion and active turbulence driven by the radiative

cooling at cloud top. Many LES codes may underesti-

mate cloud fraction, turbulence strength, and boundary

layer structure when simulating the SCBL (Stevens et al.

2005; Pressel et al. 2017; Shi et al. 2018).

In particular, these simulations can be very sensitive

to the choice of turbulence schemes (Stevens et al.

2005). Here we evaluate iGLASS and other turbulence

schemes in the LES of the challenging first research

flight (RF01) case of the Second Dynamics and Chem-

istry of Marine Stratocumulus field study (DYCOMS II;

Stevens et al. 2003). Following Stevens et al. (2005) and

Shi et al. (2018), the velocity and scalar variables are

initialized with semi-idealized profiles based on the ob-

servations. The horizontal grid spacing is 35m, and

the vertical grid spacing is 5m. The horizontal domain

size is 3360m in both the x and y directions and the

domain height is 1500m. We ran CM1 with different

turbulence schemes for 4 h, but only the data from the

last hour were used for analysis. Again, the fifth-order

WENO scheme is used to compute the advection of

velocity and scalars. The microphysical processes are

represented with the Morrison double-moment scheme

(Morrison et al. 2005). More details about the setup of

this case are provided in Shi et al. (2018). The boundary

layer height in this case is approximately 840m, and

cloud exists between 600m and the top of the boundary

layer. Cloud cover in this case is nearly 100% during the

observation period.

Figure 5 shows the mean profiles of cloud water

mixing ratio qc and liquid water potential temperature

ul. The initial conditions and observed values are also

shown in the figure. Compared with the Smagorinsky

and TKE-1.5 models, DRM and iGLASS predict sig-

nificantly more cloud water and match observations

better. The SCBL is usually well mixed, thus ul is ex-

pected to be uniform below the cloud top. However, the

Smagorinsky model produces a weak gradient in ul in

the cloud layer. The TKE-1.5 model also exhibits a no-

ticeable, though very weak, gradient. In contrast, the

DRM and iGLASS simulations exhibit uniform profiles

of ul below the cloud top.

FIG. 4. Mean energy spectra of the three-dimensional wind at (a) z 5 30 and (b) z 5 120m in the neutral

boundary layer simulations using the Smagorinskymodel (SM), TKE-1.5 model, DRM, and iGLASS. On the x axis

k is the horizontal wavenumber. The energy spectrum for a given horizontal plane is computed with two-

dimensional Fourier transforms of the three velocity components (u, y, w), and all spectra for the same height level

are averaged in time to produce a mean spectrum of the corresponding simulation.
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The variance and third moment of the resolved ver-

tical velocity are shown in Fig. 6. The observation in-

dicates the variance profile should have one single peak

around the cloud base (z ; 600m), which suggests the

SCBL is vertically coupled. The Smagorinsky model

produces a decoupled boundary layer with double peaks

and reduced strength of vertical motions. The TKE-1.5

model appears to exhibit a single-peak structure, but

the intensity of vertical motions is relatively weak. The

DRM and iGLASS exhibit well-defined single-peak

structure in the variance profile and strong vertical

motions, matching observation data significantly better.

iGLASS appears to perform slightly better than the

DRM in that its vertical motions are stronger than those

in the DRM simulation.

The third moment of the vertical velocity is also

helpful in describing the characteristics of the turbulent

motions in the boundary layer. As shown in Fig. 6b,

FIG. 6. Horizontal- and time-mean profiles of (a) the variance and (b) the third moment of the resolved vertical

velocity w in the SCBL simulations with 35-m horizontal and 5-m vertical grid spacings. The black dots indicate

observed values during DYCOMS II RF01 (Stevens et al. 2005).

FIG. 5. Horizontal- and time-mean profiles of (a) cloud water mixing ratio qc and (b) liquid water potential

temperature ul in the SCBL simulationswith 35-mhorizontal and 5-m vertical grid spacings. The black lines indicate

the initial conditions of qc and ul. The black dots indicate observed values during DYCOMS II RF01 (Stevens

et al. 2005).
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the observation data indicate the presence of a negative

peak around the cloud base, which suggests the flow is

dominated by narrow, strong downdraft plumes driven

by radiative cooling at the cloud top and accompanied

by wide, gentle upward motions. The DRM, iGLASS,

and TKE-1.5 capture this negative-peak structure in

their simulations, but the profiles of the Smagorinsky

model is dominated by a positive peak at lower levels,

which suggests turbulent motions are driven primarily

by surface heating. Again, iGLASS appears to perform

slightly better than the DRM in that the DRM over-

predicts the negative third-moment values moderately.

Shi et al. (2018) suggested that the key to producing

satisfying performance in the simulation of the SCBL

is a turbulence scheme’s capability to represent back-

scatter, that is, countergradient fluxes of momentum and

scalars, appropriately. This occurs because modeled

backscatter reduces the entrainment of warm, dry air at

FIG. 7. Horizontal- and time-mean profiles of normalized scale-transfer rate of (a) turbulence potential energy

PP and (b) turbulence kinetic energyPK. They represent the transfer rate of energy from resolved scales to subfilter

scales and are normalized by the standard deviation of the transfer rates sPP and sPK , respectively.

FIG. 8. Horizontal- and time-mean profiles of (left) liquid water potential temperature ul and (right) normalized

scale-transfer rate of turbulence potential energy PP around the inversion layer. The solid black curve in the left

panel is the ul profile in the initial condition. The dashed horizontal lines in both panels indicate the height at which

the planar-averaged PP is zero in the iGLASS simulation.
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the cloud top and preserves turbulence potential and

kinetic energy in the boundary layer driven by radiative

cooling. Traditional turbulence closure schemes, such as

the Smagorinsky and TKE-1.5 models, are entirely dis-

sipative/diffusive so that dry, warm air from the free

troposphere can intrude into the cloud layer easily and

turbulence energy at the resolved scales is dissipated

before actually mixing the boundary layer.

The transfer rate of turbulence potential energy and

kinetic energy from the resolved scales to subfilter scales

can be measured by PP 52tuj›u/›xj and PK 52tijSij,

respectively [cf. Eq. (18) of Shi et al. (2018)]. Figure 7

shows the mean profiles of normalized PP and PK,

for which larger, positive values indicate stronger

dissipation. In general, the Smagorinsky and TKE-1.5

models are more dissipative than the DRM and

iGLASS. The difference is most dramatic in the cloud

layer for PP, which exhibits relatively large, positive

values for the traditional schemes but is close to zero in

the DRM and iGLASS simulations. iGLASS appears

to be slightly less dissipative than the DRM. This

probably is the reason that iGLASS performs better

than the DRM in terms of vertical velocity statistics.

Intriguingly, PP for iGLASS is negative at the cloud

top (z 5 875m). This height is within the narrow cap-

ping inversion, which strongly suppresses the occur-

rence of turbulent mixing. To examine this iGLASS

behavior, Fig. 8 shows an expanded view of ul and nor-

malized PP around the inversion. Close examination

of tuj (not shown) reveals that in the iGLASS simula-

tion, tu3 dominates and smoothly approaches zero

with increasing height going through the inversion. In

the DRM simulation, tu3 also dominates and weakens

with height near the inversion, though it is significantly

FIG. 9. Probability distribution function (PDF) of the scaled transfer ratePP at different levels. On the x axis sPP is

the standard deviation of the transfer rates. Data from hour 4 of the simulations are used to compute PP.
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stronger than the values in iGLASS. Instantaneous

snapshots of tu3 (not shown) show that in the middle of

the inversion (;870m), tu3 of iGLASS is close to zero

over almost all of the horizontal extent of the domain,

except for in a few areas where iGLASS produces no-

ticeable upward heat fluxes. In contrast, DRM exhibits

significantly stronger upward and downward u flux at the

same height level with the horizontally averaged flux

being downward.

The probability distribution functions (PDFs) of

these terms elucidate the primary reason for these dif-

ferences. Figure 9 shows the PDFs of PP at different

height levels. As expected, the Smagorinsky and TKE-

1.5 models can only produce forward scatter (positive

values). In the subcloud layer (Figs. 9a,b), iGLASS

mainly produces forward scatter, though with strength

weaker than other models. Its backscatter is almost

negligible compared with the backscatter of DRM.

Within the cloud layer (Fig. 9c), iGLASS exhibits a

more symmetric distribution compared with its PDFs

at the subcloud levels. However, at the cloud top

within the inversion layer (Fig. 9d), iGLASS exhibits

stronger backscatter than forward scatter, resulting in

countergradient mixing overall. Therefore, iGLASS

appears to be a model with more flexibility in adapting

SFS stress and fluxes to different flow regimes than

other schemes including DRM. iGLASS can behave

like a weakly dissipative/diffusive model in some re-

gions of the flow, while also being able to produce

backscatter mainly in other regions. Whether iGLASS

is actually representing the detailed SFS mixing more

accurately than DRM will require further field obser-

vation of microscale flows.

Another issue to consider is the realizability of

iGLASS. This can be done by investigating the invari-

ants of the SFS anisotropy tensor and comparing them

against the Lumley triangle (Lumley 1979; Pope 2000).

The anisotropy tensor is defined as

b
ij
5

t
ij

t
kk

2
1

3
d
ij
. (35)

Because bij is traceless, the three eigenvalues of it, l1, l2,

and l3 satisfy l11 l21 l35 0. Thus, only two invariants

are needed to sufficiently describe bij. Following Pope

(2000), these two invariants (j, h) are defined as

FIG. 10. Lumley triangle (blue curves) and the frequency distribution (%; indicated by the gray scale) of

the invariants h and j in iGLASS simulation of the SCBL. Four different height levels are shown here as indicated

by panel labels. Data from the last time slice are used for the analysis. Bin widths of h and j used in the analysis

are 0.001.
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Special states of turbulence flux form the so-called

Lumley triangle, which is indicated by blue curves in

Fig. 10. All realizable sets of h and j should fall within

the triangle. The pairs that fall within the left half of

the triangle indicate SFS tensors dominated by two di-

mensions (pancake like), and the pairs that fall within

the right half indicate tensors stretched in one direc-

tion (cigar like). Statistics of the iGLASS anisotropy

tensor (gray shaded area in Fig. 10) suggest the SFS

flux from iGLASS is always dominated by one dimen-

sion. All pairs of (j, h) fall on the right half of the

Lumley triangle, close to the leg of j 5 h but within

the triangle. For most levels, the invariants appear in a

semicircular region around j 5 h ’ 0.85. However, for

the level in the inversion layer (z 5 870m), j and

h exhibit much larger variability. This is probably re-

lated to strong gradients in the inversion layer and for-

mation of new eddies due to cloud-top cooling.

Therefore, solutions of the iGLASS model represent

realizable turbulence fluxes. Analysis of Horizontal

Array Turbulence Study (HATS) data by Sullivan et al.

(2003) showed that in most cases the invariant pair falls

close to (but not exactly on) the right edge (j5 h) of the

Lumley triangle, except in the situation where the flow is

strongly stable. Thus, the result of the iGLASS model

are consistent with HATS observation data. It is not

surprising that iGLASS fluxes satisfy the realizability

condition because, though simplifications were applied,

iGLASS is still based on the governing equations of

SFS fluxes. Excluding the ‘‘singularity removal’’ pro-

cedure described in section 2b does not change Fig. 10

in a noticeable way.

b. TI of the SCBL

Simulating the SCBL in TI is of practical importance

because of the critical role played by stratocumulus

clouds in the climate system (Bretherton 2015). In this

section, we simulate the SCBL at much coarser resolu-

tion than in the previous section. The horizontal grid

spacing used here is 1 km, and the vertical grid spac-

ing is 20m. The height of the domain is still 1.5 km,

but the horizontal domain size is enlarged to 96km 3
96 km, using the same number of grid cells (96 3 96) in

the horizontal. Other aspects of the simulation setup are

the same as in the previous section.

Figure 11 compares the distribution of cloud water

and liquid water potential temperature in TI-resolution

simulations. The Smagorinsky and TKE-1.5 models

again significantly underpredict cloud water compared

with the DRM and iGLASS. Interestingly, the TKE-1.5

model, which performs better than the Smagorinsky

model at the LES resolution, now appears to be sligh-

tly inferior than the Smagorinsky model (Fig. 11a).

FIG. 11. Horizontal- and time-mean profiles of (a) cloud water mixing ratio qc and (b) liquid water potential

temperature ul in the SCBL simulations with 1-km horizontal and 20-m vertical grid spacing. The black lines

indicate the initial conditions of qc and ul. The black dots indicate observed values during DYCOMS II RF01

(Stevens et al. 2005).
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The distribution of liquid water potential temperature

also suggests that the DRM and iGLASS are signifi-

cantly better than the traditional models, which exhibit

notable ul gradients in the cloud layer and a weak warm

bias throughout the boundary layer (Fig. 11b).

Although the maximum values of cloud water mixing

ratio in Fig. 11a are not dramatically different among

the different simulations, those profiles actually corre-

spond to very different cloud types. The instanta-

neous distributions of liquid water path at the end of

the simulations are shown in Fig. 12. The clouds in the

Smagorinsky and TKE-1.5 simulations exhibit charac-

teristics of shallow cumulus convection, in which the

cloud fraction is relatively low and cloud cells are small

and sporadically distributed, whereas the DRM and

iGLASS simulations exhibit high cloud fractions and

larger, compactly distributed cloud cells, which are

more like the real-world stratocumulus. Since low

cloud–radiation feedback can affect the organization

of deep convection (Muller and Held 2012), the differ-

ent cloud patterns seen in Fig. 12 can potentially alter

the properties of other cloud and weather systems in

simulations that cover much larger domains.

As mentioned in the previous section, the capabil-

ity of iGLASS and DRM to produce backscatter

likely plays a key role in improving the simulation of

the SCBL. However, a parameterization scheme some-

times represents SFS processes at a pragmatic level

but not at a precise level. Figure 13 shows scaled TPE

transfer rate from resolved to unresolved scales. For

Fig. 13b, the computation is the same as that for Fig. 9,

in which SFS fluxes from turbulence models are used.

Figure 13a shows the distribution ‘‘expected’’ according

to LES runs discussed in the previous section. The LES

data are first filtered with a moving-average filter that

has a width of 1 km in the horizontal and 20m in the

vertical, that is, the sizes of TI simulation grid. Then the

expectation of SFS u flux in TI runs can be estimated as

FIG. 12. Instantaneous distribution of liquid water path (LWP) at the end of TI-resolution simulations, which use

different turbulence closure schemes.
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tuj 5 fuuj 2 ~u~uj, where the tilde denotes the moving av-

erage filter. Corresponding gradients are also calcu-

lated using the filtered LES data. We found that the

LES data suggest that the SFS component should pro-

duce backscatter at a significant fraction of grid points

when coarsened to TI resolution (Fig. 13a). Figure 13b

shows that traditional turbulence models cannot pro-

duce backscatter and erroneously show a plateau at

positive dissipation rates (on the right half of the figure),

whereas DRM and iGLASS produce backscatter as

well as forward scatter, although, iGLASS seems to

overproduce countergradient flux. Thus, in a qualitative

sense, iGLASS and DRM are able to produce more

realistic SFS flux distributions, which likely plays a key

role in their superior performance.

5. Summary and discussion

The resolution of operational numerical weather

forecast and regional climate simulation is moving

into the terra incognita, where subfilter-scale turbulence

plays active roles in the development of cloud and

weather systems in simulations. Challenges in turbu-

lence parameterization arise in this regime because

many traditional assumptions about turbulence in at-

mospheric modeling, such as quasi-equilibrium state,

horizontal homogeneity, and forward scattering, are not

valid in terra incognita.

In this study, we advanced the idea of using algebraic

turbulence closures and presented an improved ver-

sion of iGLASS. It includes the time tendency of

SFS turbulence kinetic and potential energy so as to

retain ‘‘memory’’ of the SFS turbulence properties. Yet

it does not adopt the assumption of horizontal homo-

geneity, thus differing from the Mellor–Yamada-type

PBL schemes. iGLASS computes three-dimensional

SFS mixing and does not produce explicit expressions

that are equivalent to eddy-diffusivity models. Since

the quasi-equilibrium assumption and other simplifica-

tions are applied to the equations of individual SFS

stress/flux components and could be violated in some

special situations, iGLASS may occasionally give phys-

ically singular solutions that cause numerical instability.

A simple singularity detection and removal procedure

is included in the new iGLASS to ensure the stability of

model integration in all dynamic regimes.

Our evaluations in this study suggest that iGLASS

is significantly better than the traditional models at

both standard LES resolutions and at TI resolutions.

iGLASS can produce a near-surface wind profile that

matches the theoretical log-law profile well in the sim-

ulation of the neutral boundary layer and maintain re-

alistic cloud distribution and active turbulence in the

case of the stratocumulus-capped boundary layer. Its

performance is comparable to the DRM in general and

may even be slightly better than the DRM by some

specific measures. Most notably, we found that iGLASS

permits more net backscatter than the DRM in some

regions of the flow. This is important for the simulations

in the terra incognita, because modeling backscatter,

in addition to modeling the usual forward scatter, is

essential when turbulent eddies are partially resolved

(Verrelle et al. 2017; Shi et al. 2018, 2019). As indicated

by its governing equations [Eqs. (18)–(33)], iGLASS

fluxes are coupled to gradients ofmomentum and scalars

FIG. 13. Probability distribution function (PDF) of (a) the

‘‘expected’’ dissipation rate PP/sPP based on LESs and (b) true

dissipation rate by SFS fluxes in TI simulations. Here

PP 52tu3›u/›z; i.e., only the vertical component is considered;

sPP is the standard deviation of the transfer rates. In (a) PP is

obtained by filtering LES data (section 2b) with a moving-average

filter whose width is the same as TI grid, e.g., tu3 5fwu2 ~w~u, where

the tilde is the moving-average filter. Data at the z 5 870-m level

from hour 4 of the simulations are used.
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at the resolved scales, and physically, backscatter

means inverse cascade of kinetic and potential energy.

Thus, in the SCBL case, backscatter is stronger near

the cloud top probably because that is the region

where small-scale eddies are active and energy is gen-

erated (by cloud-top cooling). Whether or not the

advantages of iGLASS shown in this study can be lev-

eraged in the simulation of other weather regimes, for

example for shallow cumulus convection, needs further

investigation.

Implicit algebraic turbulence closure, as represented

by iGLASS here, is an attractive approach to represent

SFS turbulence in the terra incognita. Key characteris-

tics of turbulence, such as anisotropy and backscatter,

are included naturally based on the governing equa-

tions of the underlying physics. The DRM, though re-

lying on the Navier–Stokes equations ultimately, is

based on the framework of explicit filtering and re-

construction, and therefore relies mainly on mathe-

matical techniques. iGLASS can potentially connect

turbulence and microphysics schemes, if SFS variability

of microphysical processes need to be considered.

However, the computational cost of the current version

of iGLASS can increase substantially as the number

of water and other chemical variables increases. For

example, in the SCBL case in this study, which includes

liquid cloud water and water vapor only in the micro-

physics module, iGLASS increases the computational

cost of the simulation by about 20% compared with

the traditional models, and the DRM causes a similar

increase. However, if all of the 10 cloud species in the

Morrison double-moment scheme are active, iGLASS

can increase the computational cost of a simulation

by about 150%. In contrast, the version of DRM used

in this study would not have a different computational

cost because it uses a Prandtl number to determine

scalar eddy diffusivities. If separate dynamic procedures

are applied to scalars independently with DRM, the

resulting increase would be just 50%, which is signifi-

cantly less than the iGLASS increase. This undesirable

increase in the computational cost of iGLASS may be

reduced by computing the SFS flux of total water only in

iGLASS and partitioning it into the flux for individual

cloud species afterward. The effects of the neglected

high-order closure terms on iGLASS may also need

to be discussed in future studies. Nonetheless, these

initial results demonstrate iGLASS can provide a useful

physics-based framework for developing appropriate

turbulence closure schemes for the terra incognita.
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